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Abstract 
Packaged food and beverages often pose a risk of increasing diabetes when consumed regularly. This 

study aims to classify these products based on their nutritional content listed on the labels, with a 

focus on identifying diabetes risk. The methods employed include K-Means and Fuzzy C-Means, K-

Means is used to determine initial center of cluster, while Fuzzy C-Means enhances the clustering by 

assigning probabilistic memberships to each data point. These methods are applied to products sold in 

stores in Banyumas Regency, Central Java, Indonesia. This research is the first to combine these two 

methods in the context of product clustering based on nutritional labels. The results indicate that 

packaged food and beverage products can be classified into high-risk and low-risk clusters for 

diabetes. Consequently, this study provides important guidance for consumers in choosing healthier.  
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1 Introduction 

Diabetes is among the most prevalent metabolic diseases globally, with a prevalence that 

continues to increase in many countries [1]. Type 2 diabetes is the most widespread form of the 

disease, is frequently linked to lifestyle risk factors like poor eating habits and insufficient physical 

activity [2], [3]. A diet high in fat, sugar, and natrium/sodium has been shown to contribute to the 

development of insulin resistance, which is one of the primary causes of type 2 diabetes [4]. Nutrition 

labels on food packaging provide important information about the content of fat, sugar, protein, and 

sodium, which can be used to assess the risk of diabetes in consumers [5] . Clustering methods such 

as K-Means [6] and Fuzzy C-Means [7], [8] can be used to group food products based on their 

nutritional content, allowing for the products identification that pose a high or low risk for diabetes in 

patients [9], [10].  

Packaging for food and beverages frequently acts as a major source of foods high in calories, fat, 

and sugar factors that can elevate the risk of developing diabetes. Research has consistently shown a 

strong correlation between the regular intake of processed foods and sugary drinks and the growing 

incidence of type 2 diabetes in many populations. As a result, it is crucial for consumers to be aware 

of the nutritional content of the products they consume regularly, with nutrition labels playing a key 

role in helping assess potential health risks, including the risk of diabetes [11]. 

Clustering techniques based on machine learning are commonly applied across different fields to 

categorize data with similar traits. When it comes to nutrition, these methods can reveal patterns in 

nutritional content that might not be immediately obvious to the average consumer. A good example 

is K-Means, a popular clustering algorithm that groups data by similarity, such as the nutritional 

information found on food labels [12]. A more sophisticated approach, such as Fuzzy C-Means, offers 

greater flexibility in clustering data by allowing a single product to belong to multiple groups with 

varying probabilities. This means that instead of being confined to just one category, a product can 

share characteristics with several clusters [13] 

Applying K-Means and Fuzzy C-Means techniques to cluster food products based on their 

nutritional content offers a more precise way to identify items that may pose a higher risk for diabetes. 

By analyzing data from food products available in Banyumas Regency, Central Java, Indonesia, this 

study introduces a novel method for assessing diabetes risk through nutrition labels. The integration of 
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both techniques enables a more thorough examination of consumption habits and related health risks, 

while also helping consumers make more informed decisions when selecting healthier products [14]. 

 

2 Literature Review 

Recent research on the use of K-Means related to diabetes in Indonesia was conducted by 

researchers from Universitas Jenderal Achmad Yani [15]. The research applied the algorithm of K-

Means Clustering to classify risk of diabetes mellitus (DM). An evaluation at k=2 revealed that the 

clusters had mixed data, featuring a Silhouette Coefficient = 0.5716 and a Davies-Bouldin Index = 

0.672. The attributes used were VLDL, AGE, HDL, CLASS, HbA1c, BMI, LDL, Gender, Urea, Chol, 

Cr, and TG. The results of the study showed that scatter plot visualizations revealed a relatively even 

distribution of data within each cluster, indicating that each cluster had nearly homogeneous 

characteristics for each value of k. 

Another study focuses on elderly patients with diabetes by analyzing their blood test results [16]. 

The K-Means method will be used to identify relevant clusters, specifically two clusters for elderly 

individuals with high and low levels of diabetes. The results of the K-Means Clustering, supported by 

a DBI value of -0.597, produced six clusters, with cluster0 being the most optimal, containing 57 

elderly individuals with the highest levels of diabetes. 

A study closely related to this research is the one conducted by Samudra University [17]. The 

study categorizes food and beverage products based on their risk level for diabetes, according to the 

nutrition labels on these products. The method of clustering employed is K-Means algorithm. The 

dataset consists of 38 food and beverage products. The results of the study indicate that 20 products 

are classified as high risk for diabetes, while 18 products are classified as low risk. 

The Fuzzy method is often combined with other clustering techniques related to diabetes, such as 

KNN[16],[17]. The Fuzzy model that is closest to this research is the Fuzzy C-Means model [20], 

[21]. This research combine K-Means [17] and Fuzzy C-Means [20], [21] methods to cluster 

packaged food and beverage products available in stores in Banyumas Regency, Central Java, 

Indonesia, based on the nutritional content listed on the product labels. This approach, combining 

such methods for analyzing nutritional labels, has not been previously undertaken in research.  

This literature review concludes that the K-Means method has been extensively used in diabetes-

related research in Indonesia, particularly in classifying diabetes risk based on medical attributes and 

data from elderly patients. Earlier studies have applied the K-Means algorithm to effectively identify 

groups with high and low diabetes risk through data clustering. Moreover, similar research has 

grouped food and beverage products by diabetes risk using nutritional labels, though these studies 

primarily relied on the K-Means method alone. The Fuzzy approach, especially Fuzzy C-Means, is 

frequently combined with other techniques like KNN. This research presents a novel method by 

integrating K-Means and Fuzzy C-Means to cluster packaged food and beverage products in 

Banyumas based on their nutritional information—an approach not previously explored in other 

studies. 

 

3 Research Method 

This study employs a quantitative method with an experimental research design to evaluate the 

effectiveness of the K-Means and Fuzzy C-Means methods in clustering food and beverage products 

based on fat, protein, sugar, and sodium content for diabetes risk assessment. The dataset comprises 

399 products, with nutritional labels recorded from various supermarkets in the Banyumas region, 

Central Java. Analysis is conducted using Python programming, utilizing the Pandas library for data 

processing, Numpy for numerical operations, Matplotlib for data visualization, and scikit-learn along 

with scikit-fuzzy for implementing the method of K-Means and Fuzzy C-Means. Listed below are the 

top 3 and bottom 3 data points from the dataset used. 
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Table 1. The Dataset 

No Products Fat Protein Sugar Natrium 

1 Sprite 1 0 54 0.11 

2 Coca Cola 0 0 39 0.025 

3 
Fanta 

Strawberry 
0 0 11 0.025 

… … … … … … 

397 
Monde Cream 

Crackers 
5 4 0 0.19 

398 
Monde Butter 

Cookies 
8 2 6 0.015 

399 
Murgerbon 

Strawberry 
10 3 5 0.035 

 

The steps of the experiment using the K-Means method can be seen in the following figure. 

 
Figure 1. K-Means experiment steps 

The explanation of Figure 1 above is as follows: 

1. Data Normalization: This aims to normalize numerical data (Fat, Protein, Sugar, Sodium) so 

that they have a mean of zero and a standard deviation of one. Normalization is crucial in many 

machine learning algorithms to ensure that all features have the same scale, which can enhance 

the model's performance. 

2. Determining K-Means Clusters = 2: This step applies K-Means clustering on the normalized 

nutritional data to divide it into two clusters. The clustering results are added as a new column in 

the original DataFrame for further analysis. 

3. Viewing the Centroid of Each Cluster: This aims to retrieve the positions of the centroids from 

the K-Means clustering results, revert these centroid values to the original scale, and display the 

centroid values in the form of a DataFrame. This step allows us to see the original values of the 

features 'Fat,' 'Protein,' 'Sugar,' and 'Sodium' for each cluster identified by the K-Means 

algorithm. 
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4. Determining High-Risk and Low-Risk Clusters for Diabetes: This step identifies which 

cluster is at high risk and which is at low risk for diabetes patients. 

5. Displaying Products and Their Risks: This step displays the products in the dataset and the 

results of their grouping, indicating whether they pose a high or low risk to diabetes patients. 

The steps for data clustering using Fuzzy C-Means are as follows: 

 
Figure 2. Fuzzy C-Means experiment steps 

The explanation of Figure 2 above is as follows: 

1. Setting Fuzzy Parameters: The fuzzy parameter values are set as follows: number of 

clusters = 2, maximum iterations = 1000, error threshold = 0.005, and random_state = 42. 

2. Initializing the Fuzzy C-Means Model: This step involves determining the initial values for 

the Fuzzy C-Means model. 

3. Determining Fuzzy C-Means Clusters: This step assigns data points to the previously 

established clusters. 

4. Displaying Fuzzy C-Means Clustered Data: This step aims to display the products that 

have been clustered. 

 

4 Results and Analysis 

The clustering results using K-means can be seen in the following figure 

 
 Figure 3. K-Means Clustering Result  

 

Figure 3 above shows the clustering results of products using the K-Means method. It is evident 

that some packaged beverages are at high risk of triggering diabetes. The scatter plot results from 

using K-Means are displayed in the following figure. 
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Figure 4. K-Means Clustering Scatter Plot Results 

Figure 4 is a scatter plot showing the clustering results using the K-Means algorithm, which 

illustrates the relationship between fat content and sugar content in products labeled with diabetes 

risk. The plot reveals that many red dots are concentrated at lower values of fat and sugar content, 

indicating that many high-risk diabetes products do not have very high fat and sugar content. Green 

dots are more variably distributed, with some having higher fat and sugar content, suggesting that 

low-risk diabetes products can have a wider range of fat and sugar content. 

In this plot, products with low fat and sugar content tend to be grouped in the high diabetes risk 

cluster. Products with high fat and sugar content tend to be in the low diabetes risk cluster, which may 

require further interpretation related to other factors influencing diabetes risk. There are some outliers, 

such as products numbered 345, 331, 282, and 276, which have very high fat or sugar content but are 

categorized as low diabetes risk. Products numbered 189 and 184 are also noteworthy as they have 

very high sugar content but fall into different categories. 

The clustering results using Fuzzy C-Means can be seen in the following figure. 

 
Figure 5. Clustering Results Using Fuzzy C-Means 

 

Figure 5 above shows the clustering of products using Fuzzy C-Means. The 'Risk' column 

represents the clustering using K-Means, where low-risk products are in cluster 0 and high-risk 

products are in cluster 1. It can be seen that low-risk K-Means falls into cluster 0 of Fuzzy C-Means, 

while high-risk falls into cluster 1. There are also high-risk products that fall into cluster. 
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Figure 6. Fuzzy C-Means Clustering Scatter Plot Results 

Figure 6 is a scatter plot that illustrates the clustering results using the algorithm of Fuzzy C-

Means, which illustrates the relationship between fat content and sugar content in products labeled 

with diabetes risk. The plot depicts the data distribution, where many green dots are concentrated 

around lower values of fat and sugar content, indicating that many low diabetes risk products have 

relatively low fat and sugar content. Some green dots are more variably distributed, with some 

products having higher fat and sugar content. Red dots, indicating high diabetes risk, are scattered 

around products with varying fat and sugar content but are more concentrated in the lower range. 

In this plot, products with low fat and sugar content tend to be grouped in the low diabetes risk 

cluster. Some products with higher fat content and lower sugar content are in the low diabetes risk 

cluster, which may require further analysis to understand the factors influencing this classification. 

There are some outliers, such as product number 276, which has very high fat and sugar content but is 

still in the low diabetes risk cluster. Product number 345 is also noteworthy as it has high fat content 

but falls into the high diabetes risk cluster. 

5 Conclusion 

Both clustering methods, K-Means and Fuzzy C-Means, are effective in identifying food and 

beverage products with high and low risk of diabetes. The results of this study can provide important 

guidance for consumers in selecting healthier products based on their nutritional content. There are 

some outliers indicating that products with high fat and sugar content can fall into the low-risk cluster, 

which requires further analysis to understand the factors influencing this classification. This study 

makes a significant contribution by combining the two clustering methods for the analysis of product 

nutrition labels, which has not been done before, and can serve as a basis for further research in 

assessing diabetes risk based on product nutritional content. 
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