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Abstract 
The rapid growth of digital content has created significant challenges in information processing, 

particularly in languages like Indonesian, where automatic summarization remains complex. This 

study evaluates the performance of different T5 (Text-to-Text Transfer Transformer) model variants 

in generating abstractive summaries for Indonesian texts. The research aims to identify the most 

effective model variant for Indonesian language summarization by comparing T5-Base, FLAN-T5 

Base, and mT5-Base models. Using the INDOSUM dataset containing 19,000 Indonesian news 

article-summary pairs, we implemented a 5-Fold Cross-Validation approach and applied ROUGE 

metrics for evaluation. Results show that T5-Base achieves the highest ROUGE-1, ROUGE-2, and 

ROUGE-L scores of 73.52%, 64.50%, and 69.55%, respectively, followed by FLAN-T5, while mT5-

Base performs the worst. However, qualitative analysis reveals various summarization errors: T5-

Base exhibits redundancy and inconsistent formatting, FLAN-T5 suffers from truncation issues, and 

mT5 often generates factually incorrect summaries due to misinterpretation of context. Additionally, 

we assessed computational performance through training time, inference speed, and resource 

consumption. The results indicate that mT5-Base has the shortest training time and fastest inference 

speed but at the cost of lower summarization accuracy. Conversely, T5-Base, while achieving the 

highest accuracy, requires significantly longer training time and greater computational resources. 

These findings highlight the trade-offs between accuracy, error tendencies, and computational 

efficiency, providing valuable insights for developing more effective Indonesian language 

summarization systems and emphasizing the importance of model selection for specific language 

tasks. 
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1 Introduction 

The ability to quickly absorb and understand information in the digital era, marked by 

technological advancements, is becoming increasingly crucial[1]. Every day, the internet is filled with 

millions of documents, articles, and other content, creating new challenges for users in filtering and 

extracting relevant information. This challenge is particularly felt by organizations and public 

institutions that must manage large volumes of text data, often resulting in decreased efficiency and 

loss of focus[2]. Manually processing large amounts of text data is becoming increasingly difficult 

because of the sheer scale of the available information. Automatic text summarization technology has 

emerged as a promising solution to address this issue[3]. This process aims to produce a shortened 

version of a longer text while retaining the core and main meanings of the information. Thus, users 

can quickly obtain important information without having to read the entire document. The demand for 

automatic summarization tools is increasing, especially for languages such as Indonesian, where 

automatic summarization remains a complex challenge that is yet to be fully resolved[4]. This 

solution offers efficiency in information management, saving the time and resources required to 
process text. 

Automatic text summarization involves two main approaches, extractive and abstractive. The 

extractive approach is simpler, as the system selects only the most relevant sentences or phrases from 

the source text without creating new sentences [5]. Extractive summarization typically involves 

techniques such as sentence ranking based on relevance, which allows the model to identify the main 
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components of the document. While it can produce quick and easily generated summaries, extractive 

summarization sometimes lacks in flow and readability because the resulting summary still retains the 

structure of the original sentences[6].   

On the other hand, the abstractive approach is different in that it does not simply replicate the 

content from the original text. Instead, this approach generates new sentences by restructuring the 

information to capture the essential meaning in a coherent and natural form[5]. This method requires a 

system to analyze the source text, identify the most relevant information, and then synthesize a 

summary that accurately conveys the main concepts, resulting in a summary that is natural and easy to 

read. Although more complex compared to extractive summarization, abstractive summarization 

offers higher quality by producing summaries that are contextually accurate and coherent, making it 

suitable for applications in which coherence and readability are highly important[7]. Therefore, the 

abstractive text summarization approach is becoming increasingly important, especially in contexts 

where the quality and understanding of information are critical. 

In the context of developing automatic summarization technology, the T5 model (Text-To-Text 

Transfer Transformer) has emerged as one of the latest innovations, offering unique capabilities in 

abstractive text summarization[8]. This model transforms various natural language processing tasks 

into a text-to-text format, allowing greater flexibility in handling different types of input and 
output[9]. Compared to previous models such as BERT, which is predominantly used for extractive 

summarization, T5 excels in generating more natural and coherent summaries by restructuring 

information into a more concise and readable format[10]. Previous research has shown that T5-based 

models achieve higher ROUGE scores than traditional extractive methods, particularly in news and 

scientific document summarization tasks[9]. With this flexibility, T5 has the potential to be adapted 

for Indonesian text summarization, providing an innovative approach to address existing challenges in 

this field. Although several previous studies have explored automatic text summarization in 

Indonesian using extractive, there is still a significant gap in the development of effective abstractive 

summarization methods for Indonesian. In particular, there is no comprehensive study comparing the 

performance of different variants of modern transformer models such as T5, FLAN-T5, and mT5 in 

the context of Indonesian text summarization. This study fills the gap by conducting a systematic 

analysis of the capabilities of the three model variants, with a particular focus on the aspects of 

semantic accuracy, text coherence, and summarization effectiveness in the Indonesian linguistic 

context. Through this comparison, we aim to evaluate how well these models handle the complexity 

of abstractive summarization in Indonesian and to determine which variant offers the best balance in 

terms of accuracy, fluency, and coherence in generating high-quality summaries. The significance of 

this research lies in its contribution to the development of high-quality abstractive summarization for 

the Indonesian language, an area that remains underexplored. By systematically comparing the 

performance of T5, FLAN-T5, and mT5 models, this study provides valuable insights into their 

effectiveness in handling Indonesian text summarization.  

The findings help bridge the gap in existing research by identifying the strengths and weaknesses 

of each model in terms of semantic accuracy, coherence, and summarization efficiency. Furthermore, 

this study has practical implications for organizations, media platforms, and digital information 

management systems that require accurate and efficient summarization tools for large-scale 

Indonesian text processing. The results can serve as a reference for future improvements in 

transformer-based summarization, offering guidelines for model selection and fine-tuning strategies to 

optimize performance in low-resource language settings. By advancing the capabilities of abstractive 

summarization in Indonesian, this research contributes to the broader field of natural language 

processing and supports the development of more intelligent, automated information-processing 

systems. 

 

2 Literature Review 

The literature review contains a discussion of the research that highlights the key points of this 

study. The sources of the literature review are taken from various references, including journals, 

books, theses, and other scientific works. 
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2.1 K-Fold Cross-Validation 

K-Fold Cross-Validation is a validation technique used to measure model performance by 

dividing the dataset into multiple balanced subsets. In this process, the model is trained using 𝑘 −
1 subsets and tested on the remaining subset. This process is repeated 𝑘 times, so each subset serves 

as test data exactly once. Previous research that applied K-Fold Cross-Validation for automatic text 

summarization in Hindi has shown that using K-Fold Cross-Validation can improve accuracy, 

especially with limited-sized datasets[11]. This approach helps to evaluate model performance more 

accurately and reduces the risk of overfitting, providing a more consistent estimate of model 

performance across different data.  

2.2 Related Research 

Various studies have examined automatic text summarization, both through extractive and 

abstractive approaches, on news articles and documents. In the extractive approach, pretrained 

encoder methods such as Bidirectional Encoder Representation Transformer (BERT) have been 

applied to the ‘CNN/DailyMail’ dataset, achieving ROUGE-1, ROUGE-2, and ROUGE-L scores of 

43.23%, 20.24%, and 39.63%, respectively[12]. These results demonstrate the model's effectiveness 

in extracting key information from lengthy texts. On the other hand, studies using the abstractive 

approach also leverage transformer-based models. In one such study, the use of BERT resulted in 

ROUGE-1, ROUGE-2, and ROUGE-L scores of 41.72%, 19.39%, and 38.76%, respectively[13]. 

Although both approaches are promising for text summarization, the results obtained still indicate 

room for improvement, particularly in terms of accuracy and coherence. 

Our observations show that the transformer architecture, with its self-attention mechanism, 

exhibits superior performance in summarizing large-sized texts[14]. Therefore, we plan to apply 

transformer architectures with pretrained language models (PTLMs) on large-scale data. Recent 
research has focused on using T5 (Text to Text Transfer Transformer) derivatives for text 

summarization, demonstrating significant improvements in summary quality. For instance, one study 

utilized a T5 model further fine-tuned with a news dataset, achieving a ROUGE-1 score of 43.02%, 

ROUGE-2 score of 14.50%, and ROUGE-L score of 37.43%[15]. Another study also reported that T5 

derivatives were capable of generating more informative and coherent summaries, with higher 

ROUGE scores than previous models. 

Another study using T5 derivatives on scientific documents showed promising results, with a 

ROUGE-1 score of 45.00%, ROUGE-2 score of 20.00%, and ROUGE-L score of 40.00%[16], 

indicating its effectiveness in capturing the core information from more complex texts. Furthermore, 

another research by showed that T5 derivative models can be well adapted for languages other than 

English, producing high-quality summaries on Persian news datasets[17]. These findings suggest that 

the use of T5 models on non-English datasets holds great potential for improving the quality of 

generated summaries. Further research is needed to compare the performance of various T5 model 

variants in the context of the Indonesian language, so as to identify the most effective model for 

generating informative and coherent summaries. 

  

3 Research Method 

The following is the research methodology to be applied for automatic text summarization, 

shown in Figure 1. 
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Figure 1. Research framework diagram 

3.1 Data Collection  

This study utilizes the INDOSUM dataset, an Indonesian-language dataset specifically 

designed for automatic text summarization[18]. The dataset was obtained from various Indonesian 

online news portals and is available in a public repository on GitHub - kata-ai/indosum. It contains 

19,000 news article-summary pairs, where each article is accompanied by a human-annotated gold 

summary.  

The dataset includes articles ranging from 100 to 1,500 words, with summaries between 20 to 

100 words. Written in formal Indonesian, it captures variations in sentence complexity, vocabulary, 

and journalistic tone. The summaries, created by human annotators, ensure accuracy and coherence, 

making them a reliable benchmark for evaluating summarization models. 

INDOSUM is categorized into sports, entertainment, inspiration, technology, headlines, and the 

entertainment industry, each presenting unique challenges for summarization. Sports involves event 

reporting, entertainment includes informal language, inspiration focuses on sentiment and storytelling, 

technology requires precise handling of technical terms, headlines cover diverse factual topics, and 

the entertainment industry deals with media business trends. These categories represent different 

domains of news coverage; however, this study does not differentiate between them during training 

and evaluation. Instead, all news categories are treated equally to assess the general effectiveness of 

abstractive summarization models. 

3.2 Preprocessing 

In this study, the preprocessing method applied includes several key steps to ensure data quality and 

consistency before being used in the model. The steps taken are as follows: 

1) Text Cleaning: This process aims to clean the text of unwanted characters. The steps include: 

a. Lower Casing: Converting all letters to lowercase to standardize the text format. This 

is important to avoid discrepancies between identical words with different letter 

cases. 

b. Filtering with Regex: Using specific regex patterns, such as ([a-z0-9- +,.\/\\]*[a-z0-

9][a-z0-9-+]*), to remove irrelevant characters or those that don’t match the desired 

pattern. Using regex allows for more efficient and accurate text cleaning. 

https://github.com/kata-ai/indosum
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2) Tokenization: After text cleaning, the next step is tokenization, where the text is divided into 

smaller units, such as words or phrases. In the context of the T5 model and its variants, 

tokenization using the SentencePiece method is particularly relevant. 

a. SentencePiece: This is a subword-based tokenization method that enables the model 

to handle a larger vocabulary by converting words into smaller segments, thus 

reducing out-of-vocabulary (OOV) issues[19]. With SentencePiece, the T5 model can 

work better with various languages and dialects and capture more complex language 

structures. 

b. Prefix for Tasks: In the context of T5, this approach also involves using a prefix that 

defines the task. For example, before the input sentence, a prefix like "summarize: " 

is added to inform the model of the type of output expected[9]. This approach 

provides additional context to the model, thereby improving the accuracy and 

relevance of the results generated. 

3.3 5-Fold Cross Validation 

After the preprocessing process is complete, the next step is 5-Fold Cross-Validation. This 

involves dividing the dataset into five folds. In each iteration, four folds are used to train the model, 

while one-fold is used as a validation set to test the model's performance during training. This process 

is repeated five times, with each fold serving as the validation set once and as part of the training folds 

four times. Once all five iterations are complete, the results from all folds are combined to obtain the 

model's average performance. 

3.4 Model T5 Variants 

The T5 model operates using a "text-to-text transfer learning" approach, where each NLP task 

is viewed as a transformation from input text to output text. By leveraging the self-attention 

mechanism, as shown in Figure 2, T5 can capture complex relationships between words within a 

sentence, allowing the model to apply varying degrees of attention to each word depending on the 

context. This self-attention mechanism is central to the Transformer architecture, enabling the model 

to focus on specific parts of the input while processing information. This enhances the model’s ability 

to understand context and meaning. 

 
Figure 2. Transformer architecture 

In this study, we used several T5 model variants to analyze their performance on 

summarization tasks. The models applied include T5-Base, FLAN-T5 Base, and mT5-Base. Below is 

a summary of each model along with its parameter count: 
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1. T5-Base: This model has approximately 220 million parameters. T5-Base is designed to 

optimize various NLP tasks with a text-based approach. 

2. FLAN-T5 Base: FLAN-T5 is a variant of T5 trained using a task instruction tuning approach 

and also has around 220 million parameters. 

3. mT5-Base: This model is the multilingual version of T5 with the same parameter count, 

totaling 220 million. mT5 is designed to support multiple languages. 

3.5 Experiment Setup 

For this study, we experimented with three transformer-based models: T5, Flan-T5, and mT5. 

Several scenarios were designed to systematically evaluate their performance: 

1. The performance of T5, Flan-T5, and mT5 was evaluated under identical training setups to 

identify the most effective model for the task. 

2. Learning rates (0.0001 and 0.0003) were tested to optimize performance on the development 

set, ensuring each model was tuned for maximum effectiveness. 

The selection of these hyperparameters was guided by their impact on model convergence and 

performance [20]. A learning rate of 0.0001 was chosen as a standard starting point for fine-tuning 
pretrained models, providing stability during gradient updates. Conversely, 0.0003 was selected to 

explore faster convergence, balancing the risk of overshooting optima. Batch size was set at 8 to 

accommodate computational constraints while maintaining sufficient gradient variability for effective 

learning. 

Table 1 provides an overview of the hyperparameter configurations employed during training, 

which include the number of training steps, learning rate, batch size, and additional parameters. These 

hyperparameters were fine-tuned iteratively based on observed performance on the development 

subset, ensuring that each model was trained to achieve its maximum potential 

Table 1. Hyperparameter value 

Hyperparameter 
Experiment 1 

Value 

Experiment 2 

Value 

Batch size 8 8 

Learning rate 0.0001 0.0003 

Optimizer AdamW AdamW 

Max sequence length 512 tokens 512 tokens 

Total training steps 10000 10000 

 

These experiments aimed to understand how architectural differences and hyperparameter adjustments 

influence summarization performance. The training process is performed with early stopping to 

prevent overfitting. The model that performs best on dev is kept for further evaluation on the test 

subset. 

3.6 Evaluation 

The Recall-Oriented Understudy for Gisting Evaluation (ROUGE) is an evaluation method 

used to assess summarization systems automatically by comparing the generated summaries with 

reference summaries or human-crafted summaries[21]. ROUGE evaluation is reported in terms of 

precision, recall, and F1-score. Precision measures the proportion of n-grams present in the generated 

summary that also appear in the reference summary. The precision score can be calculated with the 

following formula: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑒𝑑 𝑤𝑜𝑟𝑑𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑚𝑜𝑑𝑒𝑙 𝑠𝑢𝑚𝑚𝑎𝑟𝑦
   (1) 

Recall measures the proportion of n-grams in the reference summary that are included in the resulting 

summary. The following formula calculates the recall value: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑒𝑑 𝑤𝑜𝑟𝑑𝑠

𝑤𝑜𝑟𝑑 𝑐𝑜𝑢𝑛𝑡  𝑖𝑛 ℎ𝑢𝑚𝑎𝑛 𝑠𝑢𝑚𝑚𝑎𝑟𝑦
   (2) 

F1-score is the average between precision and recall which provides a comprehensive evaluation 

measure[21]. The f-measure value is obtained from the following formula: 
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𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
   (3) 

ROUGE uses several metrics that are used to standardize whether a summary is good or not, 

namely, ROUGE-N and ROUGE-L. ROUGE-N is used to compare n-grams between the generated 

summary and the reference summary [21]. ROUGE-1 focuses on unigrams (individual words) in this 

comparison, while ROUGE-2 compares bigrams (two consecutive words or a combination of two 

words). The formula to calculate ROUGE-N is as follows: 

𝑅𝑂𝑈𝐺𝐸 − 𝑁 =
∑ 𝐶𝑜𝑢𝑛𝑡𝑚𝑎𝑡𝑐ℎ(𝑔𝑟𝑎𝑚𝑛)𝑔𝑟𝑎𝑚𝑛∈𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑠𝑢𝑚𝑚𝑎𝑟

∑ 𝐶𝑜𝑢𝑛𝑡(𝑔𝑟𝑎𝑚𝑛)𝑔𝑟𝑎𝑚𝑛∈𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑠𝑢𝑚𝑚𝑎𝑟
   (4) 

ROUGE-L measures the Longest Common Subsequence (LCS) based comparison between the 

generated summary and the reference summary. This metric assesses how well the generated 

summary preserves the order and structure of the reference summary[21]. The formulas for 

calculating ROUGE-L precision, recall, and f1-score are as follows: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑙𝑐𝑠 =
𝐿𝐶𝑆(𝑋,𝑌)

𝑚
   (5) 

𝑅𝑒𝑐𝑎𝑙𝑙𝑙𝑐𝑠 =
𝐿𝐶𝑆(𝑋,𝑌)

𝑛
   (6) 

LCS (X, Y) is the length of the longest common subsequence between X and Y, m is the number of 

tokens in the reference summary, and n is the number of tokens in the generated summary. 

𝐹𝑙𝑐𝑠 =
(1+𝛽2)∙𝑅𝑙𝑐𝑠∙𝑃𝑙𝑐𝑠

𝑅𝑙𝑐𝑠+𝛽2 ∙𝑃𝑙𝑐𝑠
   (7) 

Where β (beta) is a parameter used to balance the contribution between precision and recall in the 

calculation of f1-score. 

 

4 Results and Analysis 

The results of this study demonstrate the good performance of the T5 model and its variants in 

generating automatic summaries from various text sources. The study also discusses broader 

implications for text analysis applications in digital contexts, providing a solid foundation for future 

research and development in summarization methodologies. Using evaluation metrics such as 

ROUGE, this study highlights the effectiveness of the transformer-based model approach in 

generating informative and relevant summaries, as well as its ability to handle text in multiple 

languages. 

4.1 Data Selection 

Table 2. Data row information 

Column Non-Null Count Dtype 

category 14263 non-null object 

gold_labels 14263 non-null object 

id 14263 non-null object 

paragraphs 14263 non-null object 

source 14263 non-null object 

source_url 14263 non-null object 

summary 14263 non-null object 

 

The data used in this research initially has several columns as seen in Table 2. These columns 

include 'category', 'gold_labels', 'id', 'paragraphs', 'source', 'source_url', and 'summary'. However, to 

focus on the text summary task, we only selected the 'paragraphs' and 'summary' columns. The 

'paragraphs' column contains the main text that needs to be summarized, while the 'summary' column 
provides the target summary as a reference for model performance evaluation. 
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Figure 3. Selection row data 

After the data selection process, only the 'paragraphs' and 'summary' columns are used, as 

shown in Figure 4. By simplifying the data into these two columns, we can reduce irrelevant 

information and speed up the data processing process. 

4.2 Data Pre-Processing 

After the data selection process, the next step is pre-processing which includes several 

important steps to prepare the data before it is used in the summary model. As shown in Figure 5, we 

apply lower casing to standardize all text to lowercase, which aims to reduce processing complexity 

and avoid differences in recognition of uppercase and lowercase letters by the model. 

 

 
Figure 4. Preprocessed row 

In addition, we added the prefix “summarize:” to the 'paragraphs' field to signal to the model 

that the task to be performed is a text summary. 

4.3 5-Folding 

To ensure a robust evaluation of model performance, we implemented a 5-Fold Cross-

Validation strategy. This approach divides the dataset into five subsets, where in each iteration, four 
subsets are used for training, and one subset is reserved for validation (dev) or testing. This method 

enhances model generalization and minimizes overfitting. 

In our setup, the dataset is split into 80% training, 5% development (dev), and 15% test data for 

each fold. Table 3 presents the distribution of data across the five folds. 
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Table 3. Article per fold 

 train dev test 

Fold 1 14262 750 3762 

Fold 2 14263 749 3762 

Fold 3 14290 747 3737 

Fold 4 14272 750 3752 

Fold 5 14266 747 3761 

 

By systematically rotating the validation and test sets across different iterations, we ensure that 

every data point is used for both training and evaluation, leading to a more reliable performance 

assessment. 

4.4 Training Process 

To ensure robust evaluation and comprehensive dataset coverage, we employed a fold-based 

evaluation methodology. This approach systematically divides the dataset into multiple folds, each 

containing three distinct subsets: training, validation, and testing. The training subset is used for 

primary model development, allowing the model to learn patterns and representations from the data. 

The development subset is allocated for fine-tuning hyperparameters and preventing overfitting by 

providing performance feedback during training. Lastly, the testing subset is strictly reserved for 

assessing the model’s generalization capability on unseen data. By independently training models on 

each fold, this methodology ensures that every data point is used for both training and testing, 

yielding an exhaustive evaluation of model performance across the entire dataset. 

 

 
Figure 5 Training Time each Model for 1-fold 

The training efficiency of the models—T5-base, Flan-T5, and mT5-base—is illustrated in the 

cumulative training time plots (Figure 6), showing the impact of different learning rates (0.0001 and 

0.0003) over five epochs for one-fold of data. The T5-base model exhibits the longest cumulative 

training time, requiring approximately 140 minutes by the fifth epoch when trained with a learning 

rate of 0.0001. Similarly, Flan-T5 also reaches around 140 minutes under the same conditions, 

demonstrating comparable computational demands between these two models. In contrast, mT5-base 

consistently requires less training time, with cumulative durations staying under 120 minutes by the 

fifth epoch. Interestingly, mT5 exhibits faster convergence at the higher learning rate of 0.0003, 

completing training more quickly than with 0.0001. This behavior suggests that mT5 may benefit 
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from higher learning rates, leveraging its multilingual pretraining to accelerate optimization. While T5 

and Flan-T5 demand longer training times, their architectural robustness and fine-tuning mechanisms 

ensure superior summarization performance, albeit at the cost of higher computational resources. On 

the other hand, mT5’s faster training at 0.0003 highlights its potential for tasks requiring rapid 

adaptation, but its summarization accuracy remains lower in comparison. This trade-off between 

computational efficiency and performance underscores the importance of selecting models and 

hyperparameters based on specific task requirements and resource constraints. 

4.5 Summarization Analysis 

Analysis of model performance was conducted quantitatively and qualitatively to evaluate the 

ability of the T5, Flan-T5, and mT5 models to summarize text in Indonesian. Each model was tested 

to understand its strengths and limitations in producing concise, accurate, and relevant summaries. 

4.5.1 Quantitative Analysis 

Table 4. Comparison of average ROUGE values 

Model 
Metrics Evaluation (Average 5-Fold) 

ROUGE 1 ROUGE 2 ROUGE L 

NEURALSUM[18] 46 48 47 

ALBERT[22] 45.28 40.77 44.39 

BERT2GPT[23] 62 56 60 

Our Research 

T5(lr: 0.0003) 72.43 63.05 68.48 

Flan-T5(lr: 0.0003) 66.98 54.88 62.39 

mT5(lr: 0.0003) 58.61 46.11 52.80 
T5(lr: 0.0001) 73.51 64.49 69.54 

Flan-T5(lr: 0.0001) 72.00 61.94 67.68 

mT5(lr: 0.0001) 58.13 45.09 52.38 

 

As shown in Table 4, the performance of the T5, Flan-T5, and mT5 models is evaluated using 

ROUGE-1, ROUGE-2, and ROUGE-L metrics, averaged over a 5-fold cross-validation. The T5 

model with a learning rate of 0.0001 achieves the highest scores, with ROUGE-1, ROUGE-2, and 

ROUGE-L values of 73.51%, 64.49%, and 69.54%, respectively, demonstrating its superior ability to 

generate coherent and accurate summaries. 

Flan-T5, trained with the same learning rate, follows closely with scores of 72.00%, 61.94%, 

and 67.68% for ROUGE-1, ROUGE-2, and ROUGE-L, respectively. Although slightly lower than 

T5, these results indicate strong summarization capabilities, albeit with minor limitations in linguistic 

fluency and detail. 

In contrast, the multilingual mT5 model performs significantly worse at a learning rate of 

0.0001, with ROUGE-1, ROUGE-2, and ROUGE-L scores of 58.13%, 45.09%, and 52.38%, 

respectively. However, when trained with a higher learning rate of 0.0003, mT5 achieves better scores 

of 58.61%, 46.12%, and 52.80% for ROUGE-1, ROUGE-2, and ROUGE-L, respectively, indicating 

its potential to benefit from optimized hyperparameter settings. Despite this improvement, mT5 still 

lags significantly behind T5 and Flan-T5, suggesting challenges in summarizing Indonesian texts due 

to its generalized multilingual training, which may dilute its focus on specific linguistic features. 

Furthermore, the training efficiency of these models is illustrated in the cumulative training 

time plots (Figure 6). The graphs show that both T5 and Flan-T5 require slightly longer training times 

compared to mT5, regardless of the learning rate. For instance, at the 0.0001 learning rate, T5 and 

Flan-T5 reach approximately 140 minutes by the fifth epoch, while mT5 requires less than 120 

minutes. This indicates a trade-off between training time and summarization performance, where T5 

and Flan-T5 exhibit superior accuracy at the cost of marginally higher computational demands. 

4.5.2 Qualitative Analysis 

To provide a deeper understanding of the summarization performance across models, we 

conducted a qualitative analysis of the summaries generated by T5, Flan-T5, and mT5 for an 

Indonesian-language text. Table 5 and Table 6 presents example outputs of each model, along with a 

summary of references for comparison. 
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Table 5. Output of summarized result 

Model Summary Result 

Article 

Jerussalem (ANTARA News)-Menteri Energi Israel, Yuval Steinitz, Jumat 

(Sabtu WIB), mengatakan, Amerika Serikat telah meninggalkan Israel 

menyusul sikap abstain Amerika Serikat dalam Resolusi Dewan 

Keamanan PBB yang menyatakan pembangunan pemukiman Israel di 

wilayah yang mereka duduki adalah ilegal. Akibat keputusan Amerika 

Serikat yang langka itu karena tidak menggunakan hak veto, Dewan 

Keamanan PBB pun secara bulat meminta agar Israel menghentikan 

pembangunan pemukiman di wilayah Palestina yang mereka duduki. " Ini 

jelas bukan suatu resolusi menentang pemukiman, tapi resolusi anti-Israel, 

menentang negara Yahudi dan masyarakat Yahudi. Amerika Serikat 

malam ini telah meninggalkan satu-satu sekutunya di Timur Tengah, " kata 

Steinitz yang dikenal dekat dengan Perdana Menteri Israel, Benjamin 

Netanyahu. 

Reference 

Summary 

Menteri Energi Israel Yuval Steinitz mengatakan, Amerika Serikat telah 

meninggalkan Israel menyusul sikap abstain Amerika Serikat dalam 

Resolusi Dewan Keamanan PBB. Sikap tersebut berkaitan dengan 

pembangunan pemukiman Israel di wilayah yang mereka duduki adalah 

ilegal. Perdana Menteri Israel, Benjamin Netanyahu mengatakan bahwa itu 

bukan suatu resolusi menentang pemukiman, tapi resolusi anti-Israel, 

menentang negara Yahudi dan masyarakat Yahudi. 

T5 Model 

Summary 

METERI Energi Israel, Yuval Steinitz, Jumat (Sabtu WIB), mengatakan, 

Amerika Serikat telah meninggalkan Israel menyusul sikap abstain 

Amerika Serikat dalam Resolusi Dewan Keamanan PBB yang menyatakan 

pembangunan pemukiman Israel di wilayah yang mereka duduki adalah 

ilegal. 

Flan-T5 Model 

Summary 

Amerika Serikat telah meninggalkan Israel menyusul sikap abstain 

Amerika Serikat dalam Resolusi Dewan Keamanan PBB yang menyatakan 

pembangunan pemukiman Israel di wilayah yang mereka duduki adalah 

ilegal yang menghentikan pembangunan pemukiman Israel di wilayah 

Palestina yang mereka duduki adalah 

mT5 Model 

Summary 

menurut sekjen israel Benjamin Netanyahu sikap abstain amerika Serikat 

dalam resolusi dewan keamanan pBB yang menyatakan pembangunan 

pemukiman di wilayah yang mereka duduki adalah ilegal Steinitz 

mengatakan bahwa keputusan abstain itu tidak menggunakan hak veto dan 

meminta agar Israel menghentikan pembangunan pemukiman di Palestina 

yang mereka duduki 

 

The T5 model captures the main ideas and correctly highlights details such as the stance of 

Israel's Energy Minister, Yuval Steinitz, and the United Nations Security Council's resolution. 

However, there are issues in formatting and redundancy. For instance, the T5 model output includes 

the word "MENTERI" in all capital letters, which is inconsistent with standard capitalization 

conventions in Indonesian and may indicate an error in tokenization or preprocessing. This 

inconsistency, combined with redundant phrasing, makes the T5 summary less polished and slightly 

verbose. Despite these drawbacks, T5 achieves a higher ROUGE score than Flan-T5. However, its 

failure to capture more nuanced aspects—like Netanyahu’s specific stance—indicates that T5 may 

struggle with contextual depth. 

Flan-T5, tuned for following structured instructions, demonstrates an improved ability to 

summarize complex, context-rich texts but encounters a significant truncation issue, stopping at the 

word "adalah" (meaning "is"), as shown in Table 5. This truncation suggests the summary was cut off 

prematurely, impacting its coherence and completeness. The truncation likely stems from an 
insufficient token limit, which restricts the model’s ability to complete the summary. Consequently, 

Flan-T5 scores lower on ROUGE compared to T5, reflecting the lack of comprehensive lexical 

overlap with the reference summary due to this cutoff. Adjusting Flan-T5’s token limits could 

mitigate such issues in similar tasks. 
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The mT5 model, designed for multilingual tasks, performs relatively well, capturing the 

central topic on Israeli settlements. It references Benjamin Netanyahu but inaccurately labels him as 

the “sekjen israel” (Secretary of Israel) instead of Prime Minister, which shifts the factual accuracy of 

the summary. This inconsistency implies that mT5 may face challenges with nuanced details in lower-

resource languages like Indonesian, potentially due to limited high-quality data for fine-tuning.  

Table 6. Another output of summarized result 

Model Summary Result 

Article 

Jakarta, CNN Indonesia-- Kematian vokalis Linkin Park, Chester 

Bennington masih menyisakan duka bagi para penggemarnya di seluruh 

dunia. Para fan bersimpati dengan melakukan berbagai kegiatan untuk 

memberikan penghormatan kepada sang idola. Linkin Park merangkum 

doa dan dukungan para penggemar itu dengan mengunggah sebuah video 

di YouTube tepat di hari ke-50 kematian Bennington. Dari ratusan 

peringatan di dunia, peringatan di Semarang, Indonesia menjadi sorotan 

dalam video Linkin Park bertajuk Chester Bennington-Memorials Around 

the World. Mengenang Bennington di Semarang dilakukan oleh 

sekelompok pemuda yang kompak mengenakan pakaian berwarna hitam. 

Di sebuah taman, mereka menyalakan lilin sambil melantunkan nyanyian 

untuk Bennington, dengan diiringi petikan gitar. Indonesia menjadi sedikit 

negara yang masuk dalam video Linkin Park. Nama Indonesia bersanding 

dengan Peru, Brasil, Meksiko, Jerman, Amerika Serikat, Yunani, 

Belarusia, Filipina, Kazakhstan, Rusia, China, Chille, Prancis dan Belanda. 

Di Indonesia sendiri sebenarnya perayaan tak hanya di lakukan di 

Semarang, tapi juga Jakarta, Bandung dan Surabaya. Tak diketahui apa 

alasan Linkin Park memilih Semarang dan beberapa kota lainnya di dunia 

dalam video itu. " Terima kasih untuk para penggemar di seluruh dunia 

atas curahan cinta dan dukungan kalian semua, " tulis Linkin Park di 

penghujung video. Cuplikan video itu juga diunggah ke akun resmi Linkin 

Park di Instagram. Chester Bennington memutuskan untuk mengakhiri 

hidupnya dengan bunuh diri di rumahnya di Los Angeles, Amerika Serikat 

pada 20 Juli lalu. Selain video ini, Linkin Park pun berencana membuat 

acara khusus mengenang rekan sejawatnya itu. Mereka sedang menggarap 

sebuah proyek di Los Angeles. Informasi rinci tentang acara itu bakal 

diumumkan dalam waktu dekat. 

Reference 

Summary 

Linkin Park merangkum doa dan dukungan para penggemar itu dengan 

mengunggah sebuah video di YouTube tepat di hari ke-50 kematian 

Bennington. Dari ratusan peringatan di dunia, peringatan di Semarang 

menjadi sorotan dalam video yang bertajuk Chester Bennington -

Memorials Around the World. Mengenang Bennington di Semarang 

dilakukan sekelompok pemuda yang mengenakan pakaian hitam dengan 

berkumpul di sebuah taman, mereka menyalakan lilin. 

T5 Model 

Summary 

Kematian vokalis Linkin Park, Chester Bennington masih menyisakan 

duka bagi para penggemarnya di seluruh dunia. Para fan bersimpati dengan 

melakukan berbagai kegiatan untuk memberikan penghormatan kepada 

sang idola. 

Flan-T5 Model 

Summary 

Kematian vokalis Linkin Park, Chester Bennington masih menyisakan 

duka bagi para penggemarnya di seluruh dunia. Para fan bersimpati dengan 

melakukan berbagai kegiatan untuk memberikan penghormatan kepada 

sang idola Linkin Park merangkum doa dan dukungan para penggemar itu 

dengan mengunggah sebuah video di YouTube 

mT5 Model 

Summary 

kematian vokalis Linkin Park, Chester Bennington masih menyisakan duka 

bagi para penggemarnya di seluruh dunia dengan mengunggah sebuah 

video di YouTube tepat di hari ke-50 kematian Bennington. Dari ratusan 

peringatan di dunia, peringatan di Semarang menjadi sorotan dalam video 

Linkin Park bertajuk Chester Bennington Memorials Around the 

Worldsyngton Around the World 
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In the additional Table 6 provided, the T5, Flan-T5, and mT5 models demonstrate an 

improved alignment with the reference summary, though minor errors remain. The T5 model 

effectively captures the primary content and context, accurately highlighting the public memorial 

events for Chester Bennington around the world. However, it slightly misses the mention of the 

memorial in Semarang. Despite these minor issues, T5 achieves a high ROUGE score, reflecting 

strong alignment with the reference summary. The Flan-T5 model also performs well in terms of 

coherence and structure, summarizing the key aspects of the memorial events with a clear and concise 

approach. Unlike the previous example, the truncation issue has been addressed, resulting in a 

completer and more cohesive summary. 

The mT5 model, designed for multilingual applications, demonstrates strong summarization 

abilities and correctly captures the central theme and relevant details. However, it makes a translation 

error, inaccurately rendering "Memorials Around the World" as "Around the Worldsyngton Around 

the World".  

Overall, this study highlights each model’s ability to generate high-quality summaries with 

minor lexical or translation errors. The T5 model excels in content coverage but requires fine-tuning 

to reduce verbosity. Flan-T5, although generally cohesive, could benefit from adjustments to 

minimize redundancy. Finally, mT5 shows promising multilingual capability but requires additional 
language-specific tuning to handle idiomatic phrases and contextually nuanced terms accurately. 

Although T5 achieves the highest ROUGE scores, its tendency toward verbosity and redundancy 

aligns with previous studies that emphasize the trade-off between fluency and brevity in transformer-

based summarization models. This observation is consistent with earlier research on English-language 

summarization tasks using T5, where high recall scores were often accompanied by excessive length 

in generated summaries. In contrast, Flan-T5, designed for improved instruction-following, 

demonstrates a structured summarization style but encounters truncation issues similar to findings in 

prior work on instruction-tuned models, where strict adherence to training patterns occasionally limits 

flexibility. Meanwhile, mT5's performance indicates a persistent challenge in adapting multilingual 

models for low-resource languages like Indonesian, echoing previous research that noted a decline in 

performance when these models are not fine-tuned on sufficient domain-specific data. 

 

5 Conclusion 

This study provides a comprehensive evaluation of T5 model variants for Indonesian text 

summarization, highlighting key findings, practical implications, and areas for improvement. T5-Base 

outperforms FLAN-T5 and mT5 across all ROUGE metrics, achieving the highest scores of 73.52%, 

64.50%, and 69.55% for ROUGE-1, ROUGE-2, and ROUGE-L, respectively. While T5-Base excels 

in capturing key ideas, it struggles with redundancy and formatting. FLAN-T5 generates structured 

summaries but suffers from truncation issues, while mT5 demonstrates multilingual capability but 

lacks context-specific accuracy in Indonesian. 

These findings have practical implications for automated summarization applications, 

particularly in news and information retrieval. However, the study has limitations, including potential 

dataset bias toward news articles and reliance on ROUGE scores, which may not fully capture 

semantic coherence. Additionally, training strategies such as reinforcement learning and prompt 

tuning remain unexplored. 

Future research should address these gaps by incorporating more diverse datasets, human 

evaluations, and advanced fine-tuning techniques. Hybrid approaches combining extractive and 

abstractive methods could further enhance summarization quality. Additionally, optimizing 

multilingual models like mT5 for Indonesian remains a crucial avenue for improvement. This study 

contributes to advancing high-quality automated summarization in Indonesian, paving the way for 

more effective language models. 
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